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Abstract. A systematic method is presented for processing the equations of motion of a singular
Lagrangian that, in principle, has all dynamical degrees of freedom together with the Lagrangian
constraints and a number of identities between the equations of motion. Then, using these
identities one can find the complete set of gauge transformations of the system. Different
types of Schwinger model are considered as examples and the related gauge transformations are
derived.

1. Introduction

Gauge invariance is one of the most fundamental concepts in modern theoretical physics.
In spite of its fame, however, the exact meaning of gauge invariance is not well defined.
For particle physicists, it means local phase transformation of matter fields followed by
appropriate transformation of gauge fields. However, gauge symmetry has some other
interpretations from a more general point of view. In some references it is defined as any
transformation involving arbitrary functions of time which maps solutions of the equations
of motion into each other [1, 2].

Another definition [3] which is as good, is that a gauge transformation (GT) is any
transformation, involving an arbitrary function of time, which does not change the action.
By this, we mean that ifδqi is the GT of an arbitrary trajectoryq(t) then

S[q(t)] = S[q(t)+ δq(t)]. (1)

In the special case thatq0(t) is the trajectory of the classical system, i.e. makesS[q0(t)]
stationary, thenq0(t) + δq(t) is also another stationary point of the action, provided we
adjustδq(t) such that it vanishes at the endpoints. Soq ′0(t) = q0(t)+ δq(t) is also another
classical trajectory. By this definition a GT also has the property of mapping solution of
equations of motion into each other.

Given an arbitrary action, the following questions arise.
(1) Is there any gauge symmetry in the model?
(2) What are the exact forms of the GTs?
(3) How many dynamical, constraint and gauge degrees of freedom are there in the

system?
The gauge symmetry is often put, by hand, in the action while constructing the

Lagrangian, and sometimes it is found by direct observation or trial and error. However, it
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may be, that for some complicated Lagrangians the gauge symmetry cannot be seen directly.
An example of this type is referred to in [3]. So, in general, one needs a systematic method
to answer the above questions.

Since every gauge theory is related to a Hamiltonian constrained system [4], several
authors have tried to find the answer within the framework of a Hamilton–Dirac formulation
[5]. For example the famous Dirac conjecture, about the generators of GTs, has been much
discussed [6–8]. The necessary and sufficient conditions for a function in phase space to
be the generator of a GT is discussed in [1, 6]. In [2] it is proved that there exist some
appropriate chains of constraints that can be used to construct the most general form of the
generator of GTs. [3] gives an algorithm for obtaining a complete set of gauge symmetries,
using the framework of Hamiltonian formulation.

On the other hand little has been achieved in the Lagrangian formalism. As is well
known, for every gauge-invariant theory the Euler–Lagrange equations of motion cannot
be solved completely to determine all the accelerations [9]. In other words, undetermined
accelerations imply the appearance of arbitrary functions of time, which is the signature of
gauge theories.

It is the aim of this paper to propose a systematic method for deriving the explicit form
of the GTs from the Lagrangian equations of motion. In section 2, we propose a procedure
to find the greatest number of equations including accelerations for a singular Lagrangian
by means of differentiating the Lagrangian constraints. On the other hand a number of
identities among the Euler derivatives emerge. We show how in principle it is possible
to recognize and count different types of degrees of freedom; these are gauge, dynamical
and constraint ones. We do not make any special assumption about the Lagrangian, and
consider the most general feature of the problem.

In section 3, we show that for each of the above mentioned identities one can find
a transformation of the coordinates involving an arbitrary function of time which does
not change the action, i.e. a GT. Some remarks about the gauge-invariant field theories
and application of these methods are discussed in section 3. Section 4 is related to the
Schwinger model. The model is discussed in the framework of Hamiltonian constraint
systems in several texts [10–13]. Here we obtain the gauge symmetries of the ordinary and
axial Schwinger models by using our Lagrangian method and also discuss the equations of
motion of the generalized and chiral Schwinger models.

2. Dynamics of a singular Lagrangian

Consider a dynamical system withk degrees of freedom, described by the Lagrangian
L(q, q̇). The equations of motion can be obtained by vanishing the Euler derivatives as
follows,

Li ≡ Wij q̈j + αi = 0 i = 1, . . . , k (2)

where the elements of Hessian matrixW , and theαi are defined as

Wij = ∂2L

∂q̇i∂q̇j
(3)

αi = ∂2L

∂qj∂q̇i
q̇j − ∂L

∂qi
. (4)

We assume summation over the repeated indices throughout this paper. For a singular
Lagrangian the determinant ofW vanishes, and therefore the equations of motion (2) cannot
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be solved for all of the accelerationsq̈j . Suppose the rank ofW is (k − A1), so there are
A1 null eigenvectorsλa1 for W such that

λ
a1
i Wij = 0 a1 = 1, . . . , A1. (5)

If we multiply both sides of equations (2) byλa1 we obtain

γ a1(q, q̇) = λa1
i Li = λa1

i αi = 0 a1 = 1, . . . , A1. (6)

The functionsγ a1 are A1 constraints of velocities and coordinates; but they are not
necessarily independent of each other. suppose the rank of equations (6) isĀ1. It means
that one can, in principle, find̄A1 independent functionsγ ā1(q, q̇) such that their vanishing
is the necessary and sufficient condition for the vanishing ofγ a1. In other words,γ a1 are
weakly vanishing functions on the surfaceγ ā1(q, q̇) = 0.

So theγ ā1 are independent linear combinations ofγ a1 with coefficients which may
depend onqi and q̇i :

γ ā1(q, q̇) =
A1∑
a1=1

Cā1
a1
(q, q̇)γ a1(q, q̇) ā1 = 1, . . . , Ā1. (7)

On the other hand there arêA1 = A1 − Ā1 linear combinations ofγ a1 which vanish
identically:

A1∑
a1=1

Câ1
a1
(q, q̇)γ a1(q, q̇) = 0 â1 = 1, . . . , Â1. (8)

Comparing (7) with (6) shows that using the null eigenvectors

λā1(q, q̇) =
A1∑
a1=1

Cā1
a1
(q, q̇)λa1(q, q̇) ā1 = 1, . . . , Ā1 (9)

the primary Lagrangian constraints can be written as,

γ ā1(q, q̇) = λā1
i Li ā1 = 1, . . . , Ā1. (10)

Similarly, comparing (8) with (6) shows that for the null eigenvectors

λâ1(q, q̇) =
A1∑
a1=1

Câ1
a1
(q, q̇)λa1(q, q̇) â1 = 1, . . . , Â1 (11)

the following identities can be written between Euler derivatives:

λ
â1
i Li = 0 â1 = 1, . . . , Â1. (12)

It should, however, be noted that a set of independent Lagrangian constraints are not
necessarily independent functions of velocity. Here we consider only the so-called B-type
constraints (in the terminology of [9]), for simplicity. This means that the constraints are
independent functions of velocity. So we assume that the matrix∂γ ā1/∂q̇j has the maximal
rank Ā1. The treatment of the most general case, where the A-type constraints are also
present, is given in the appendix.

In the next step using the consistency condition for the constraints with time, we add the
time derivatives of the primary constraints (10) to the equations of motion (2). Therefore
we havek + Ā1 equations which contain acceleration as follows

Wij q̈j + αi = 0 i = 1, . . . , k

dγ ā1

dt
= ∂γ ā1

∂q̇j
q̈j + ∂γ

ā1

∂qj
q̇j = 0 ā1 = 1, . . . , Ā1.

(13)
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The added equations can be organized in such a manner that equations (13) read as

L1
i1
≡ W 1

i1j
q̈j + α1

i1
= 0 i1 = 1, . . . , k + Ā1 (14)

where the firstkL1
i1

are the same asLi in equations (2) and the next̄A1 are dγ ā1

dt .
At this point we search for the left null eigenvectors of the rectangular matrixW 1. Since

∂γ ā1/∂q̇j has the maximal rank̄A1, no null eigenvector with vanishing firstk components
can be found. On the other hand if we addĀ1 zero components at the end of the previous
null eigenvectorsλā1 they are still null eigenvectors ofW 1

i1j
. However, there exist the

possibility of finding some more (left) null eigenvectors forW 1
i1j

with some nonvanishing

elements in the last̄A1 components and also in the firstk components. We call themnew
null eigenvectors and denote them byλa2. They should be considered modula the previous
null eigenvectorsλa1, since each new null eigenvector combined with the previous ones
also has the same properties.

Suppose there areA2 (A2 6 Ā1) new null eigenvectorsλa2 such that

λ
a2
i1
W 1
i1j
= 0 a2 = 1, . . . , A2. (15)

So, the rank of the set of equations (14) is,

(k − A1)+ Ā1− A2.

Again, multiplying both sides of equations (14) byλa2, one obtains

γ a2(q, q̇) = λa2
i1
L1
i1
= λa2

i1
αi1 = 0 a2 = 1, . . . , A2. (16)

The new constraintsγ a2(q, q̇) are independent of the previous constraintsγ a1(q, q̇), asλa2

are calculated modulaλa1. However, as in the previous step, it is possible that they are
not independent functions of coordinates and velocity. Again one can in principle findĀ2

independent functionsγ ā2(q, q̇) out of the γ a2 as secondary Lagrangian constraints and
Â2 = A2− Ā2 identities between theL1

i1
.

Suppose the null eigenvectorsλâ2(q, q̇) are found in a similar way to relation (11) in
the first step, such that the identities between theL1

i1
read as,

λ
â2
i1
L1
i1
= 0 â2 = 1, . . . , Â2. (17)

For future use, let us find the exact form of the identities (17). Using equations (13) and
(11) we have,

λ
â2
i Li + λâ2

ā1

d

dt
(λ
ā1
i Li) = 0 â2 = 1, . . . , Â2 (18)

where the summations are over the appropriate domains. This result can be written in the
form,

(λ
â2
i − λ̇â2

ā1
λ
ā1
i )Li +

d

dt
[(λâ2

ā1
λ
ā1
i )Li ] = 0 â2 = 1, . . . , Â2. (19)

Similarly using (10), the secondary Lagrangian constraints are also in the form

γ ā2(q, q̇) = (λā2
i − λ̇ā2

ā1
λ
ā1
i )Li +

d

dt
[(λā2

ā1
λ
ā1
i )Li ] = 0 ā2 = 1, . . . , Ā2. (20)

Now the algorithm is clear. In the next step we should add the derivative ofγ ā2(q, q̇) to
the set of equations (14), construct a longer matrix for coefficients of accelerations, namely
W 2
i2j
(i2 = 1, . . . , k + Ā1 + Ā2) and search for somenew null eigenvectors. We should

proceed in this manner step by step. At each step some relations among theLi and their
derivatives as in (19) and some new constraints as in (20) emerge.



Lagrangian formulation and Schwinger models 2751

Consider, for example, thenth step, where we begin with the followingk+Ā1+· · ·+Ān
equations for acceleration:

Wij q̈j + αi = 0 i = 1, . . . , k

dγ ā1

dt
= 0 ā1 = 1, . . . , Ā1

...

dγ ān

dt
= 0 ān = 1, . . . , Ān.

(21)

These can be summarized as,

Wn
inj
q̈j + αin = 0 in = 1, . . . , k + Ā1+ Ān. (22)

In this step we have added̄An equations for accelerations. It may happen that there appear
An+1 new null eigenvectorsλan+1 (modula the previous ones) forWn, which have some
nonvanishing elements in the firstk and the lastĀn components. So the total rank of
equations (21) or (22) is,

(k − A1)+ (Ā1− A2)+ · · · + (Ān − An+1). (23)

Multiplying both sides of (22) byλan+1
in

leads toĀn+1 (n + 1)ary Lagrangian constraints

γ ān+1 plus Ân+1 new relations among theLi and their derivatives as follows:

λ
ân+1
i Li + λân+1

ā1

dγ ā1

dt
+ · · · + λân+1

ān

dγ ān

dt
= 0. (24)

Insertingγ ān in terms ofLi and their derivatives, as in the expressions in (20), and then
constructing total derivatives, (24) can be written as,

n∑
s=0

ds

dt s
(φsiLi) = 0. (25)

In this relationφsi are some functions of the coordinates and their derivatives emerging
from λām with m 6 n andλân+1, like the expressions in (19).

It should be mentioned that for finding the vanishing combinations ofγ an+1, for example
(8), one can use weakly vanishing ones. In this case, similar to the relations (11) and (12),
we find some null eigenvectorsλân+1 for Wn such that

λ
ân+1
in
Lin =

∑
i6n

Dāi γ
āi (26)

whereDāi are some coefficients. The right-hand sides of (26) is a combination of previous
Lik with k 6 n. So a suitable combination of the new null eigenvectorλân+1 with the previous

ones would provide another null eigenvectorλ′ân+1 for which the relationλ′ân+1
in

Lin = 0 holds
strongly. We assume that all these calculations have been performed at each stage.

Fortunately the story does end, since as we observed, at each step one loses a number
of dynamical degrees of freedom. In other words, the total number of the null eigenvectors
during all steps cannot exceed the number of degrees of freedom. Suppose theN th step
is the last one. There are two ways for this to happen. The first one is that no new null
eigenvector can be found forWN . This means thatAN+1 = 0. Therefore from (23) the
total rank of the equations (22) for accelerations is,

R = k − Â1− Â2− · · · − ÂN . (27)
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On the other hand there are a total number of

M = Â1+ · · · + ÂN (28)

identities (25) among theLi .
Another way for the procedure to terminate, is that at theN th step no new constraint

emerges. This means that all the expressionsλ
aN+1
iN

αiN vanish weakly (i.e. up to the previous

constraints). So we haveAN+1 = ÂN+1 and ĀN+1 = 0. In this case the same as (27)
and (28) would be deduced from (23) but withN replaced by(N + 1).

Summarizing the whole procedure, we see that by processing the Euler–Lagrange
equations in a special manner, we finally obtain a total number ofR independent equations
for accelerations which generally may be less than the total number of degrees of freedomk.
On the other hand we can obtain someM relations in the form of (25) among theLi which
hold identically. As we will see in the next section each of these identities corresponds to a
GT of the system. Therefore the total number of degrees of freedomk is the sum of gauge
degrees of freedomM and the number of independent equations for accelerationsR.

One point to be mentioned parenthetically is that the set of Lagrangian constraints which
lead to GTs correspond to first-class Hamiltonian constraints, in the Dirac terminology. On
the other hand, the set of Lagrangian constraints which give relations to determine a number
of undetermined accelerations are related to second-class Hamiltonian constraints. However,
the exact inter-relationship is difficult to investigate, but some features can be found in [14].

It should also be noted that the number of dynamical degrees of freedom is still less
thanR by the number

S = Ā1+ Ā2+ · · · + ĀN
which is the number of Lagrangian constraints. That is why, although we find some
equations including acceleration by differentiating the constraints, the constraint equations
by themselves put stronger restrictions on the dynamical variables. Roughly speaking,S

degrees of freedom are either fixed in time or have constant velocities. The same restrictions
are also put on the initial values. The situation, however, is different from what is usually
implied by the conservation laws. In the latter case some functions of coordinates and
velocities do not change with time, but their value can be everything, depending on the
initial conditions which can be chosen arbitrarily.

3. Gauge transformations

Let us concentrate on relation (25) and see its consequences. If there exists a set of functions
φsi(q, q̇) such that the relation

n∑
s=0

ds

dt s
(φsiLi) = 0 (29)

holds identically among theLi , then the action is invariant under the transformation,

δqi =
n∑
s=0

(−1)s
dsf

dt s
φsi . (30)

Heref (t) is some infinitesimal arbitrary function of time with the only restriction that its
first n derivatives (includingf itself) vanish at the endpoints.
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Let us now evaluate the variation of the Lagrangian under the transformation (30):

δL = −Liδqi + d

dt

(
∂L

∂q̇i
δqi

)
∼= −

n∑
s=0

(−1)s
dsf

dt s
φsiLi

∼= −φ0iLif −
n∑
s=1

(−1)s−1 ds−1f

dt s−1

d

dt
(φsiLi)

∼= · · ·
∼= −

[ n∑
s=0

ds

dt s
(φsiLi)

]
f

= 0

where the symbol∼= means equality up to a total time derivative, and in the final line we
have used (29). Therefore the variation of action is a combination of derivatives off (t) at
the endpoints, which vanish by assumption. This means that the transformation (30) is really
a GT. The above result is valid for any arbitrary trajectoryqi(t) and not necessarily for
those who satisfy the equations of motion. The reason is that all the algebraic manipulations
of the previous section are some operation on theLi , without consideringLi = 0.

In general, there may exist several relations similar to (29), to be distinguished with the
(discrete or continuous) indexa:

na∑
s=0

ds

dt s
(φ

(a)
si Li) = 0 a = 1, . . . ,M. (31)

The corresponding GTs are specified by infinitesimal arbitrary functions of timefa(t). So
an arbitrary GT has the form,

δqi =
M∑
a=1

na∑
s=0

(−1)s
dsfa
dt s

(φ
(a)
si ). (32)

It seems useful to add some remarks about the generalization of the results to the field
theory. Suppose some dynamical system is described by a set of fieldsqi(x, t) and a local
Lagrangian:

L =
∫

dx L(qi(x, t), ∂xqi(x, t), ∂tqi(x, t)). (33)

The equations of motion are

Li(x, t) =
∫

dy Wij (x, y)q̈j (y, t)+ αi(x, t) i = 1, . . . , N (34)

whereN is the number of fields,

αi(x, t) =
∫

dy
δ2L

δqj (y, t)δq̇i(x, t)
q̇j (y, t)− δL

δqi(x, t)
(35)

and

Wij (x, y, t) = δ2L

δq̇i(x, t)δq̇j (y, t)
. (36)

All the derivatives of the Lagrangian are functional derivatives, which for the second
derivatives normally lead to expressions including Dirac delta functions and their derivatives.
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The Hessian matrix can be viewed as an operator valuedN × N matrix multiplied by
δ(x−y). We consider those singular Lagrangians whose singularity is in the discrete part of
the Hessian matrix. The null eigenspace of the Hessian matrix can be spanned by the basis
vectorsλa1

z (x) = λa1δ(z− x) whereλa1 is some null eigenvector of the discrete part of the
Hessian matrix. Multiplication of the equations of motion withλa1

z (x) yields the primary
Lagrangian constraint:

γ a1(z, t) =
∫

dx λa1
i δ(z− x)Li(x, t) = λa1

i Li(z, t) = λa1
i αi(z, t).

If λa1
z (x) contains derivatives of a delta function it means that one can eliminate acceleration

by combining theLi(x, t) and their spatial derivatives.
The process goes on in the same manner as the previous section. If the system possesses

gauge symmetry, one can find relations similar to (29), as follows:
nα∑
s=0

∫
dx

∂s

∂ts
[φ(α)si (x, z)Li(x, t)] = 0. (37)

Here the spatial variablez and the discrete indexα has a role similar to the indexa in (31).
The GT (32) also takes the form,

δqi(x, t) =
m∑
α=1

nα∑
s=0

(−1)s
∫

dz
∂sfα(z, t)

∂ts
φ
(α)
si (z, x) (38)

wherem is the number of arbitrary fieldsfα(z, t). Spatial integration in (38) will be removed
by delta functions inφ. So the GT of the fieldsqi(x) will ultimately include spatial and
temporal derivatives of the arbitrary fieldsfα(z, t).

Sometimes it is easier to find a relation between spatial and temporal derivatives of the
Li(x, t) by direct observation of the equations of motion. If this is the case, it is not difficult
to rewrite it in the form of (37) with the use of a Dirac delta function and its derivatives,
and then read out theφ(α)si (z, x) from it directly.

We complete this section by considering a simple example to show how the method
works in determining the gauge symmetries of a given system.

Consider the Lagrangian

L = q̇1(q̇2+ q̇3)+ q̇2q̇3− q̇3q4− V (q) (39)

where

V (q) = 1
4q

2
4 + 1

2q4(q2+ q3). (40)

The equations of motion can be written as

Li = Wij q̈j + αi = 0 i = 1, . . . ,4 (41)

where

W =


0 1 1 0
1 0 1 0
1 1 0 0
0 0 0 0

 (42)

and

α =


0

1
2q4

−q̇4+ 1
2q4

q̇3+ 1
2(q2+ q3+ q4)

 . (43)
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The Hessian matrixW has the null eigenvector:λ1 = (0, 0, 0, 1). Multiplying the
equations (41) from the left byλ1 gives the primary Lagrangian constraint

γ 1 ≡ λ1
i Li = q̇3+ 1

2(q2+ q3+ q4) (44)

which is the same asL4. AddingL5 = d
dt γ

1(q, q̇) to the previousLi , the resulting equations
in this step are,

Li1 ≡ W 1
i1j
q̈j + α1

i1
= 0 (45)

where

W 1 =


0 1 1 0
1 0 1 0
1 1 0 0
0 0 0 0
0 0 1 0

 (46)

and

α1 =



0
1
2q4

−q̇4+ 1
2q4

q̇3+ 1
2(q2+ q3+ q4)

1
2(q̇2+ q̇3+ q̇4)

 . (47)

Besidesλ1 with one more zero component,W 1 also has the new null eigenvector
λ2 = (1, 1,−1, 0,−2). Again multiplication by λ2 gives the secondary Lagrangian
constraint:

γ 2 ≡ λ2
i1
Li1 = −q̇2− q̇3. (48)

Adding L6 = dγ 2/dt = 0 to the previous equations gives

Li2 ≡ W 2
i2j
q̈j + α2

i2
= 0 (49)

where

W 2 =


0 1 1 0
1 0 1 0
1 1 0 0
0 0 0 0
0 0 1 0
0 −1 −1 0

 (50)

and

α2 =



0
1
2q4

−q̇4+ 1
2q4

q̇3+ 1
2(q2+ q3+ q4)

1
2(q̇2+ q̇3+ q̇4)

0


. (51)

At this step there exists the new null eigenvectorλ3 = (1, 0, 0, 0, 0, 1) forW 2. However,
multiplying the equations (49) byλ3 does not give any new constraint, since the relation
λ3
i2
Li2 = 0 holds identically. Although we did not succeed in increasing the rank of
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equations for acceleration, we found a relation between theLi which holds without using
the equations of motion:

λ3
i2
Li2 = L1+ L6 = 0. (52)

Remembering the definitions ofL6 andL5, (52) is equivalent to

d2

dt2
(−2L4)+ d

dt
(L1+ L2− L3)+ L1 = 0 (53)

which is in the appropriate form of relation (29). In this problem it is also possible, but
difficult, to find (53) by direct inspection of the equations of motion. This shows that in
the generic case one cannot rely on thetrial and error method.

Finally we can find the GT of the system, by using (30), as follows.
δq1 = ḟ − f
δq2 = ḟ
δq3 = −ḟ
δq4 = 2f̈ .

(54)

The variation of the Lagrangian under the transformation (54) is

δL = d

dt
[−ḟ (q2+ q3)]

which shows the gauge invariance of the action.

4. Schwinger model

The generalized Schwinger model in the bosonized version is described [10] by the
Lagrangian:

L =
∫

dx [− 1
4FµνF

µν + 1
2∂µφ∂

µφ + (e+εµν − e−gµν)∂νφAµ + 1
2ae

2AµA
µ] (55)

wheree+ ande− are related to the coupling constants of the right and left mover fermions
with the gauge fieldAµ and

e2 = 1
2(e

2
+ + e2

−). (56)

The undefined parametera arises in the process of bosonization [11, 10]. The
Lagrangian (55) reduces to the Lagrangian of an ordinary Schwinger model by choosing
e− = 0 anda = 0, and to the axial Schwinger model by choosinge+ = 0 anda = 2,
both models possessing gauge invariance. Fore+ = −e− one obtains the chiral Schwinger
model. Generalized and chiral Schwinger models are not gauge invariant for any choice
of a.

The Lagrangian (55) can also be written explicitly in the form

L =
∫

dx [ 1
2(φ̇

2− φ′2)+ 1
2(Ȧ

2
1+ A′20− 2Ȧ1A

′
0)+ e+(A0φ

′ − A1φ̇)

−e−(A0φ̇ − A1φ
′)+ 1

2ae
2(A2

0− A2
1)] (57)

where dot and prime mean differentiation with respect to time and space respectively.
The equations of motion can be written as:

Lφ ≡ φ̈ − e+Ȧ1− e−Ȧ0− φ′′ + e+A′0+ e−A′1 = 0

LA0 ≡ A′′0 − Ȧ′1− e+φ′ + e−φ̇ − ae2A0 = 0

LA1 ≡ Ä1− Ȧ′0+ e+φ̇ − e−φ′ + ae2A1 = 0.

(58)
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The second equation does not include any acceleration and is a constraint. This can be
better seen by observing the singularity of Hessian matrix:

W =
( 1 0 0

0 0 0
0 0 1

)
δ(x − y) (59)

where the discrete indices run over the fieldsφ, A0 and A1 respectively. The Hessian
matrix (59) has the null eigenvectorλ1 = (0, 1, 0)g(z), with arbitraryg(z), but as a basis
of the null eigenspace we can choose

λ1(z) = (0, 1, 0)δ(z− x). (60)

Multiplying the equations of motion (58) from the left withλ1(z) and using (34) one obtains
the Lagrangian constraint

γ 1(z, t) =
∫

dx δ(z− x)LA0(x, t) = LA0(z, t). (61)

Then we can introduceL4(x, t) = ∂
∂t
γ 1(x, t) and add it to equations (58). Using (34)

and the field-theoretic counterpart of (14) the result can be shown as

W 1 =


1 0 0
0 0 0
0 0 1
e− 0 − ∂

∂x

 δ(x − y) (62)

and

α1 =


−e+Ȧ1− e−Ȧ0− φ′′ + e+A′0+ e−A′1
A′′0− Ȧ′1− e+φ′ + e−φ̇ − ae2A0

−Ȧ′0+ e+φ̇ − e−φ′ + ae2A1

Ȧ′′0 − e+φ̇′ − ae2Ȧ0

 . (63)

The matrixW 1 has the new null eigenvector(−e−, 0, ∂
∂x
, 1)g(x) with arbitrary function

g(x), but the null eigenspace can be spanned by

λ2(z) = (−e−, 0, ∂
∂x
, 1)δ(z− x). (64)

Multiplying by (63) gives

γ 2(z, t) =
∫

dx λ2
i1
Li1(x, t)

=
∫

dx λ2
i1
αi1(x, t)

= (ae2− e2
−)(A

′
1− Ȧ0)+ e+e−(Ȧ1− A′0). (65)

This is a secondary Lagrangian constraint. Putting (64) in the first line of the above relations
and recalling thatL4 = ∂

∂t
LA0 we see that

γ 2(x, t) = −e−Lφ(x, t)+ ∂
∂x
LA1(x, t)+ ∂

∂t
LA0(x, t). (66)

For the chiral and generalized Schwinger model we should go one step further, and add
the time derivative of (65) to the previous equations. Finally we have five equations for
acceleration but their rank is three. That is enough to solve them for the dynamics of one
of the fields, sayφ, because we can then use two constraints (61) and (65) in order to find
the evolutions of the other two fields. The chiral and generalized Schwinger models possess
only one dynamical field and the other two fields have no dynamics.
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For the ordinary and axial Schwinger models the situation is completely different. In
these two cases it is easy to see that the final expression (65) vanishes, which means gauge
invariance of the models. For the ordinary Schwinger model (66) reduces to

∂

∂x
LA1(x, t)+

∂

∂t
LA0(x, t) = 0 (67)

which by using (65), (64) and (60) (or by direct observation) can be written as,∫
dz

[
− ∂
∂z
δ(z− x)

]
LA1(z, t)+

∂

∂t

[ ∫
dz δ(z− x)LA0(z, t)

]
= 0. (68)

In this form (68) is exactly similar to (37) with the identifications,

φ1,2(z, x) = δ(z− x)
φ0,3(z, x) = − ∂

∂z
δ(z− x) (69)

and the remainingφsi(z, x) as zero. Now using (38), the GT of the fields are as follows:

δφ = 0

δA0 = −
∫

dz
∂

∂t
f (z, t)δ(z− x) = − ∂

∂t
f (x, t)

δA1 =
∫

dz f (z, t)

(
− ∂
∂z
δ(z− x)

)
= ∂

∂x
f (x, t)

(70)

which can be written in the covariant form asAµ→ Aµ − ∂µf andφ→ φ.
For the axial Schwinger model, (66) with the use of (60) and (64) can be written as,∫

dz

[
− ∂
∂z
δ(z− x) LA1(z, t)− e−δ(z− x)Lφ(z, t)

]
+ ∂

∂t

[ ∫
dz δ(z− x)LA0(z, t)

]
= 0

(71)

comparing with (38) gives the nonvanishingφsi(z, x) as follows:

φ1,2(z, x) = δ(z− x)
φ0,1(z, x) = −e−δ(z− x)
φ0,3 = − ∂

∂z
δ(z− x).

(72)

The resulting GT in this case is

δφ = −e−f (x, t)
δA0 = − ∂

∂t
f (x, t)

δA1 = ∂

∂x
f (x, t).

(73)

The transformations (70) and (73) are the well known GTs of the corresponding models.
As can be seen, while the ordinary and axial Schwinger models are gauge invariant,

the chiral and generalized Schwinger models, as they stand can by no means possess gauge
symmetry. However, it is not possible to bring back, or put in by hand, the gauge symmetry
(as is sometimes claimed [12]) in a model which essentially lacks it. Nevertheless it is
possible to construct dynamically equivalent models of which some are gauge invariant and
some are not.
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Appendix. A-type constraints

A set of independent functions of velocity and coordinates are not necessarily independent
constraints. That is why, one may eliminate velocities and find a number of constraints
between coordinates only. These are recognized as A-type constraints in the terminology
of [9]. Time derivatives of A-type constraints may have vanishing combinations with the
remaining B-type constraints.

For example, the constraintsγ1 = q̇1+q3, γ2 = q̇1−q2 andγ3 = q̇2+q̇3 are independent
functions of coordinates and velocities, but in fact they are equivalent to the two constraints
γ ′1 = γ1 andγ ′2 = γ1− γ2, and the identityγ3 = d

dt (γ1− γ2).
Any set ofN constraintsγn(q, q̇) are, in principle, equivalent toNA A-type constraints

γnA(q), NB B-type constraintsγnB (q, q̇) and a set ofÑ identities containing first-order time
derivatives of constraints. After some algebraic manipulations the evolving A-type and
B-type constraints should satisfy the following conditions.

(1) A-type constraints should have maximal rankNA, i.e.

rank

(
∂γnA

∂qi

)
= NA. (74)

(2) B-type constraints should beNB independent functions of velocities, such that

rank

(
∂γnB

∂q̇i

)
= NB. (75)

(3) As functions of velocities, time derivatives of A-type constraints should be

independent of B-type ones. Since∂
∂q̇i

(
dγnA

dt

)
= ∂γnA

∂qi
, this condition can be written as,

rank

( ∂γnA
∂qi

∂γnB
∂q̇i

)
= NA +NB. (76)

Applying the above procedure to the set of constraintsγ ān(q, q̇), we see that two
changes are necessary in thenth step of section 2. First, a number of additional identities
among theLi should be considered since, as is mentioned in the text, theγ ān are some
combinations of theLi . Then the same number should be subtracted from the number of
constraints. Second, in order to write new equations for accelerations, one should consider
first derivatives of B-type and second derivatives of A-type constraints. Condition (76)
then ensures that the added equations for acceleration are independent of each other. So
the process goes on with no change except that a recombination of constraints should be
carried out.
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